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1. & &BIFEANH

RK3576
TR A UFSHRA PHY 3 7738 R PHY it H &¥E
UFS 2.1, 2.2, 3.0f13.1 HS G1-G3 il PWM G1-G3 0.85vH1.8v

HERE:

1. PHY V%A (B N ASRE L WIUELUFS, RG240,
2. WA EHUFSI 4%, DTSEHEIEUFSY filid B Fy-disabled”, ANSR 2 B2 4L .

2.DTS L&

RK3576
BIR SERE P 2855 R PHY T &
UFS rk3576.dtsi ufs: ufs@2a2d0000 --
1. compatible = "rockchip, rk3576-ufs";

WRE BT ERABCE, XMIKS: drivers/ufs/host/ufs-rockchip.c.
2. assigned-clock-parents = <&cru CLK REF MPHY 26M>
DB E . BRIAEPEPPLLY H (1926MHZzZ %5 1 4
WA AN 26Mhzim R, FIUABCEN: assigned-clock-parents = <&clk gpio mphy i>;
[FJ I dts i 7 EE AR TE 1o A R IR A A% <
clk gpio mphy i: clk gpio mphy if{
compatible = "fixed-clock";
#clock-cells = <0>;
clock-frequency = <26000000>;

clock-output-names = "clk gpio mphy i";
}i

3. status = <okay>;

DAE BT : 5 HUFS, iR B EA M HUFS, AL E A disabled", AR FEMITHLE 33 E
4. pinctrl-0 = <gufs refclk>;

DB E T : FLEUFS REFCLK NINREIO, %t S50 B4 UFSHRL .
5. reset-gpios = <s&gpio4 RK PD0 GPIO ACTIVE HIGH>;

WRBC BT : BB UFS_RSTNAGPIO, 7EUK#) B ¥4 H UFS kLAY A7 .
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6. vce-supply = <&vcc _ufs s0>;
AIEEC B O P B UFSHOR 3= H i .
7. vceg-supply = <&vcclv2 ufs veeqg s0>;
AR B . FLEUFS VCCQHIE.
8. vccg2-supply = <svcclv8 ufs veeg2 s0>;
LR B . FEUFS VCCQ2HLIE.
9. freg-table-hz = <50000000 250000000>, <0 0>, <0 0>, <0 0>;

FIEECE I : ACEUFS dvisiBims oh X ). SN ICEE LT o B 5ok 8l, 07 Sdtsitp
UFS™ w51 il ff)clocks ——Xf 2o 4 TEIOMRHI, 2 B ol 3R T R 2 RAR,  JT R AR5 arfs £ 21
Bire WARIE—BRAT EE AW R, HBE IR RS R ME WO .

3. menuconfig fic &

i BRI TR B AT T

CONFIG_SCSI_UFSHCD=y
CONFIG_SCSI_UFS_BSG=y
CONFIG_SCSI_UFS_HWMON=y
CONFIG SCSI_UFSHCD PLATFORM=y
CONFIG_SCSI_UFS_ROCKCHIP=y

4. U-boot 2 FFUFS
ZRINSDKACHS O\ 4 S FFUFS,  BL#a4 %m0t 7] L7 UFS.

4.1 DTSIEK

DTS5 i AL & flkernel—F#£, u-boot I 75 B 7Erk3576-u-boot.dtsi B L & J& F

sufs {
u-boot,dm-spl;

status = "okay";

4.2 confighic B

UFSTHRZESCSITMY LR, FFERE ESCSIFMMYL.
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CONFIG SPL_UFS_ SUPPORT=y
CONFIG CMD UFS=y
CONFIG_UFS=y
CONFIG_ROCKCHIP_ UFS=y
CONFIG SCSI=y
CONFIG DM SCSI=y

4.3 UFS MPHY it BB 3%

UFS MPHY 7E %A (i L I 0 R 25005 ) 2 A7 a2 i i R G RAE,  usbplugfluboot 2 fEufsHI AL T 2 Je R
Jl— FUFS MPHY & 5t F .

R BRMACRD B A5 Z A S HIUFSIRL,  uboot ISR AL G PSR L B Ik T, 2% N4

diff --git a/configs/rk3576-usbplug.config b/configs/rk3576-usbplug.config
index 822967e7cf5..26cfa5956fe 100644

--- a/configs/rk3576-usbplug.config

+++ b/configs/rk3576-usbplug.config

@@ -101,3 +101,4 @@ CONFIG_SCSI=y

CONFIG_CMD_UFS=y

CONFIG_ROCKCHIP UFS=y

CONFIG CMD SCSI=y

+CONFIG ROCKCHIP UFS DISABLED LINKUP TEST=y
diff --git a/configs/rk3576 defconfig b/configs/rk3576 defconfig
index 3eclfdefe00..15d0451ddc9 100644

--- a/configs/rk3576 defconfig
+++ b/configs/rk3576 defconfig

@@ -223,3 +223,4 Q@ CONFIG RK AVB LIBAVB USER=y

CONFIG_OPTEE CLIENT=y

CONFIG_OPTEE V2=y

CONFIG OPTEE ALWAYS USE SECURITY PARTITION=y
+CONFIG_ROCKCHIP UFS DISABLED LINKUP TEST=y

1B MUG 75 5 H 3 4 Pusbplug fluboot, 4% 7 VL U1F :

#echo #iFusbplug

./make.sh rk3576-usbplug

#echo #lusbplug.binF|rkbin®#Hsf Ny, NHYH4Z RES%

cp usbplug.bin ../rkbin/bin/rk35/rk3576 usbplug v1.02.bin
#HEH g Pruboot Mloader

./make.sh rk3576

5. UFS LUN % i

UFSTELACELUNG A W LAMEF, ERIASDKZRLE4NLUN, FEGIN &
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LUN FLASH TR XF

D Gl KA B BOOT ik
0 user (sda) i;ﬁ:\/i i XLC 4 gg%éﬁ#ﬁ%)ﬂ
1 boot0 (sdb) 4MB SLC 2 17 floader
2 bootl (sdc) 4MB SLC = 17 Il # At loader
3 data (sdd) 8MB SLC = FH AT A B E A

WRBIACE AR LK, TLLH OB LUNRCE, BARIS7Euboot THE i % ufs_lu_configuration
.

& U 75 285 4 Brusbplug, w7 VAT

#echo ZWiFusbplug

./make.sh rk3576-usbplug

#echo #lusbplug.bin®|rkbin&#et LM, FHIXH4% R ESH

cp usbplug.bin ../rkbin/bin/rk35/rk3576 usbplug v1.02.bin
#HE g PFuboot Mloader

./make.sh rk3576

6. Vendor Storage>Z ¥

6.1 Uboot

UbootZk A 3 £f Vendor Storage, %43 i il »

6.2 Kernel

Kernel FUFSIK#)A 3 ##Vendor Storage, {H2&#7 IX 3 fEkernel i B A 1375 5K, AT LATEdts B [ %€ S “ram-
vendor-storage” 11 AR B A7, uboot2x {1 B S ) B 45 A% 8 25 kernel AKX B 3 AH H

diff --git a/arch/armé64/boot/dts/rockchip/rk3576-android.dtsi
b/arch/arm64/boot/dts/rockchip/rk3576-android.dtsi
index 4e6574156dc0..b4ec015c2638 100644
-—-- a/arch/armé64/boot/dts/rockchip/rk3576-android.dtsi
+++ b/arch/armé64/boot/dts/rockchip/rk3576-android.dtsi
@@ -55,6 +55,17 @@ ramoops: ramoops@40110000 {
ftrace-size = <0x00000>;

record-size = <0x14000>;
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vendor storage rm: vendor-storage-rm@00000000 {
compatible = "rockchip,vendor-storage-rm";

reg = <0x0 0x0 0x0 0x0>;
}i
vendor storage: vendor-storage {

compatible = "rockchip, ram-vendor-storage";

memory-region = <&vendor storage rm>;

+ + o+ o+ o+ + o+ o+ o+

status = "okay";

}i

. JZ 5 vendor storage, ] LAZFandroid X4
“hardware/rockchip/libvendor_storage/vendor_storage test.c”i#FT15:5 .

kernel 5 vendor storage, 75 244 B 5 [ HARE IS N A JEABREHL,  HEBRSL, kernelfR ) 582 E
WAE, A EIELRAFBIUFSAf BT

7. UFSE: O 1488
FFAFIOH #4fsdaidt 41T IS, WA BN REMINEE 4, MRUFSAS12GB 3.1 A,

7.1 )7 5 B

Mk i 2

/data/fio -filename=/dev/block/sda -direct=1 -iodepth 32 -thread -rw=write -
bs=1024k -size=1G -numjobs=8 -runtime=180 -group reporting -

name=seq_100write 1024k
AL R

seq 100write 1024k: (g=0): rw=write, bs=(R) 1024KiB-1024KiB, (W) 1024KiB-
1024KiB, (T) 1024KiB-1024KiB, iocengine=psync, iodepth=32

fio-2.20

Starting 8 threads
Jobs: 7 (f=1): [W(1),£(3), (1),£(3)][100.0%] [r=0KiB/s,w=966MiB/s] [r=0,w=965

IOPS] [eta 00m:00s]
seq 100read 1024k: (groupid=0, Jjobs=8): err= 0: pid=2389: Wed Jun 26 16:34:04
2024
write: IOPS=946, BW=947MiB/s (993MB/s) (8192MiB/8652msec)
clat (msec): min=3, max=32, avg= 8.25, stdev= 2.53
lat (msec): min=3, max=32, avg= 8.42, stdev= 2.53

clat percentiles (usec):

| 1.00th=[ 70721, 5.00th=[ 7136], 10.00th=[ 7200], 20.00th=[ 72641,
| 30.00th=[ 72641, 40.00th=[ 7264], 50.00th=[ 7264], 60.00th=[ 7328],
| 70.00th=[ 7392], 80.00th=[ 9536], 90.00th=[ 9920], 95.00th=[14400],
| 99.00th=[14912], 99.50th=[25728], 99.90th=[29824], 99.95th=[32384],
| 99.99th=[32384]
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bw ( KiB/s): min=89495, max=126959, per=0.01%, avg=121531.16, stdev=7781.67

lat (msec) : 4=0.02%, 10=90.32%, 20=9.12%, 50=0.54%
cpu : usr=2.04%, sys=5.14%, ctx=16467, majf=0, minf=0
IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%
submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%
complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%
issued rwt: total=0,8192,0, short=0,0,0, dropped=0,0,0
latency : target=0, window=0, percentile=100.00%, depth=32

Run status group 0 (all jobs):
WRITE: bw=947MiB/s (993MB/s), 947MiB/s-947MiB/s (993MB/s-993MB/s), 10=8192MiB
(8590MB), run=8652-8652msec

Disk stats (read/write):
sda: 10s=0/16382, merge=0/0, ticks=0/126485, in queue=126485, util=98.29%

7.2 WP AR

My 2
/data/fio -filename=/dev/block/sda -direct=1 -iodepth 32 -thread -rw=read -

bs=1024k -size=1G -numjobs=8 -runtime=180 -group reporting -

name=seq 100read 1024k
A 45

seq _100read 1024k: (g=0): rw=read, bs=(R) 1024KiB-1024KiB, (W) 1024KiB-1024KiB,
(T) 1024KiB-1024KiB, ioengine=psync, iodepth=32

fio-2.20

Starting 8 threads

Jobs: 8 (f=8): [R(8)]1[100.0%] [r=1020MiB/s,w=0KiB/s][r=1020,w=0 IOPS] [eta
00m:00s]

seq 100read 1024k: (groupid=0, jobs=8): err= 0: pid=2368: Wed Jun 26 16:31:59
2024
read: IOPS=1001, BW=1002MiB/s (1050MB/s) (8192MiB/8177msec)
clat (msec): min=5, max=32, avg= 7.96, stdev= 1.69
lat (msec): min=5, max=33, avg= 7.96, stdev= 1.69

clat percentiles (usec):

| 1.00th=[ 7584], 5.00th=[ 7712], 10.00th=[ 7712], 20.00th=[ 7776],
| 30.00th=[ 7840], 40.00th=[ 7840], 50.00th=[ 7840], 60.00th=[ 7840],
| 70.00th=[ 78401, 80.00th=[ 7904], 90.00th=[ 7968], 95.00th=[ 7968],
| 99.00th=[ 8160], 99.50th=[20096], 99.90th=[33024], 99.95th=[33024],
| [

99.99th=[33024]
bw ( KiB/s): min=96256, max=132395, per=0.01%, avg=128637.07, stdev=8204.70

lat (msec) : 10=99.44%, 20=0.06%, 50=0.50%

cpu : usr=0.38%, sys=3.85%, ctx=24282, majf=0, minf=2048

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%
submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%
issued rwt: total=8192,0,0, short=0,0,0, dropped=0,0,0
latency : target=0, window=0, percentile=100.00%, depth=32

Run status group 0 (all jobs):
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READ: bw=1002MiB/s (1050MB/s), 1002MiB/s-1002MiB/s (1050MB/s-1050MB/s),
10=8192MiB (8590MB), run=8177-8177msec

Disk stats (read/write):
sda: i0s=16384/0, merge=0/0, ticks=119146/0, in queue=119145, util=98.96%

7.3 FENLE 1 RE

MK A2

/data/fio -filename=/dev/block/sda -direct=1 -iodepth 32 -thread -rw=randwrite

-bs=4k -size=1G -numjobs=8 -runtime=180 -group reporting -name=rand 100write 4k
MRS R -

rand 100write 4k: (g=0): rw=randwrite, bs=(R) 4096B-4096B, (W) 4096B-4096B, (T)
4096B-4096B, ioengine=psync, iodepth=32

fio-2.20

Starting 8 threads

Jobs: 7 (f=7): [ (1),w(7)]1[100.0%] [r=0KiB/s,w=270MiB/s] [r=0,w=69.0k IOPS] [eta
00m:00s]

seq 100read 1024k: (groupid=0, jobs=8): err= 0: pid=2402: Wed Jun 26 16:35:55
2024
write: IOPS=55.2k, BW=215MiB/s (226MB/s) (8192MiB/38022msec)
clat (usec): min=35, max=18933, avg=137.53, stdev=421.10
lat (usec): min=36, max=18935, avg=138.68, stdev=421.21

clat percentiles (usec):

| 1.00th=[ 491, 5.00th=[ 56], 10.00th=[ 61], 20.00th=[ 681,
| 30.00th=[ 75], 40.00th=[ 821, 50.00th=([ 88], 60.00th=[ 961,
| 70.00th=[ 108], 80.00th=[ 127], 90.00th=[ 183], 95.00th=[ 278],
| 99.00th=[ 5321, 99.50th=[ 796], 99.90th=[ 6688], 99.95th=[ 6944],
| 99.99th=[11584]

bw ( KiB/s): min=22220, max=39863, per=0.01%, avg=27702.29, stdev=2097.44
lat (usec) : 50=1.25%, 100=62.00%, 250=30.71%, 500=4.86%, 750=0.66%

lat (usec) : 1000=0.07%
lat (msec) : 2=0.03%, 4=0.01%, 10=0.40%, 20=0.02%

cpu : usr=3.73%, sys=13.05%, ctx=3190681, majf=0, minf=0

IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%
submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%
issued rwt: total=0,2097152,0, short=0,0,0, dropped=0,0,0
latency : target=0, window=0, percentile=100.00%, depth=32

Run status group 0 (all jobs):
WRITE: bw=215MiB/s (226MB/s), 215MiB/s-215MiB/s (226MB/s-226MB/s), i0=8192MiB

(8590MB), run=38022-38022msec

Disk stats (read/write):
sda: 10s=0/2096660, merge=0/13, ticks=0/180540, in queue=180540, util=99.93%

7.4 BENLIZPEBE
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Mk g2

/data/fio -filename=/dev/block/sda -direct=1 -iodepth 32 -thread -rw=randread -

bs=4k -size=1G -numjobs=8 -runtime=180 -group reporting -name=rand 100read 4k

DR G5 R -

rand 100read 4k: (g=0): rw=randread, bs=(R) 4096B-4096B, (W) 4096B-4096B, (T)
4096B-4096B, ioengine=psync, iodepth=32

fio-2.20

Starting 8 threads

[ 1393.016346][ T542] healthd: battery 1=50 v=3300 t=2.6 h=2 st=3 c=-1600
fc=100 chg=au

Jobs: 8 (f£=8): [r(8)]1[100.0%] [r=223MiB/s,w=0KiB/s] [r=56.0k,w=0 IOPS] [eta
00m:00s]

seq 100read 1024k: (groupid=0, jobs=8): err= 0: pid=2412: Wed Jun 26 16:37:30
2024
read: IOPS=57.5k, BW=224MiB/s (235MB/s) (8192MiB/36499%msec)
clat (usec): min=60, max=2949, avg=133.28, stdev=34.67
lat (usec): min=61, max=2949, avg=133.69, stdev=34.78

clat percentiles (usec):

[ 1.00th=[ 95], 5.00th=[ 99], 10.00th=[ 103], 20.00th=[ 1081,
| 30.00th=[ 1131, 40.00th=[ 118], 50.00th=[ 124], 60.00th=[ 13117,
| 70.00th=[ 1411, 80.00th=[ 153], 90.00th=[ 1731, 95.00th=[ 1971,
| 99.00th=[ 262], 99.50th=[ 2941, 99.90th=[ 3741, 99.95th=[ 418],
[ 99.99th=[ 580]
bw ( KiB/s): min=27040, max=29907, per=0.01%, avg=28834.42, stdev=390.23
lat (usec) : 100=5.06%, 250=93.56%, 500=1.36%, 750=0.02%, 1000=0.01%
lat (msec) : 2=0.01%, 4=0.01%
cpu : usr=3.61%, sys=13.20%, ctx=3825319, majf=0, minf=8
IO depths : 1=100.0%, 2=0.0%, 4=0.0%, 8=0.0%, 16=0.0%, 32=0.0%, >=64=0.0%
submit : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%

complete : 0=0.0%, 4=100.0%, 8=0.0%, 16=0.0%, 32=0.0%, 64=0.0%, >=64=0.0%
issued rwt: total=2097152,0,0, short=0,0,0, dropped=0,0,0
latency : target=0, window=0, percentile=100.00%, depth=32

Run status group 0 (all jobs):
READ: bw=224MiB/s (235MB/s), 224MiB/s-224MiB/s (235MB/s-235MB/s), 10=8192MiB

(8590MB), run=36499-36499msec

Disk stats (read/write):
sda: 10s=2088272/0, merge=16/0, ticks=222685/0, in queue=222685, util=99.91%

8. UFS &5 E &l 5#1E

FELinux AT 6, 7 LR Hlufs-utils THXTUFS# FIAHSG S BT &) #4F. W e TigEs
%

1. AR HEIR S

ufs-utils desc -t 9 -p /dev/bsg/ufs-bsg0 #LinuxF5
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ufs-utils desc -t 9 -p /dev/ufs-bsg0 #AndroidF&
Device Health Descriptor: [Byte offset 0xO0 bLength = 0x25
Device Health Descriptor: [Byte offset 0x1 bDescriptorType = 0x9
bPreEOLInfo = 0xl1
bDevicelLifeTimeEstA = 0xl

bDeviceLifeTimeEstB = 0x1

Device Health Descriptor: [Byte offset 0x2
Device Health Descriptor: [Byte offset 0x3

Device Health Descriptor: [Byte offset 0x4

bPreEOLInfo:

Pre End of Life Information

00h: Not defined

0lh: Normal

02h: Warning. Consumed 80% of reserved blocks.
03h: Critical. Consumed 90% of reserved blocks.

Others: Reserved

bDevicelifeTimeEstA

bDevicelLifeTimeEstB:

provides an indication of the device life time based on the amount of performed
program/erase cycles

00h: Information not available

0Olh: 0% - 10% device life time used

02h: 10% - 20% device life time used

03h: 20% - 30% device life time used

04h: 30% - 40% device life time used

05h: 40% - 50% device life time used

06h: 50% - 60% device life time used

07h: 60% - 70% device life time used

08h: 70% - 80% device life time used

0%h: 80% - 90% device life time used

0Ah: 90% - 100% device life time used

OBh: Exceeded its maximum estimated device life time

Others: Reserved
2. WY HTBRLEAT PR A, JHAE, lane#iE

FATI 2 BTRUT IBAT I P SRR AR -
ufs-utils desc -t 9 -p /dev/bsg/ufs-bsg0 #LinuxF%
ufs-utils desc -t 9 -p /dev/ufs-bsg0 #Android P&

#E M BEHRRA
ufs-utils uic -t 1 -a -p /dev/bsg/ufs-bsg0 #LinuxV&
ufs-utils uic -t 1 -a -p /dev/ufs-bsg0 #Android P&

1. HE (HS Gear#NEHIHEAFM ) :
Gear: 1: Gearl 2:Gear2 3:Gear3 4:Geard
HSSeries: 1: rate A 2: rate B

[0x1568]PA TxGear : local = 0x00000001, peer = 0x00000001
[0x1583]PA RxGear : local = 0x00000001, peer = 0x00000001
[0x156a] PA HSSeries : local = 0x00000002, peer = 0x00000002

2. Lane#i&:

X7 A LR BB R Lane B2

[0x1520]PA AvailTxDataLanes : local = 0x00000002, peer = 0x00000002
[0x1540]PA AvailRxDatalanes : local = 0x00000002, peer = 0x00000002
X7 LR R FE b lane $E

[0x1561]PA ConnectedTxDatalLanes : local = 0x00000002, peer = 0x00000002

[0x1581]PA ConnectedRxDatalLanes : local = 0x00000002, peer = 0x00000002



W77 S b A5 A 2 1) Lane i
[Ox1560]PA_ActiveTxDataLanes : local = 0x00000001, peer = 0x00000001
[0x1580]PA ActiveRxDatalanes : local = 0x00000001, peer 0x00000001

WX R84 Elane B/ T X007 0] DR LY 2 Lane &, WWHE S A EREA LaneillZik
W, s sEBR A R T — M lane.

WR X7 52 b rﬁﬂﬂU’Jlane%{i’]‘?ﬂbABT%IEF%?T?J:H’Jlaneﬁliy VLB (S B iesod, TRl
ufsENMEHpwr infoliFH@idufs-utilsiEif.

9. & W, ) fH

9.1 ALKEMHEAEEB 3, GPTHAE

UFSHIHR/NZAK, GPTHRZHZAK ISR/ INE B, TR 75 B 21 R 168 W R A B 50T AR RBUAS «

RKDevTool v3.28 for window
FactoryTool v1.88

upgrade_tool v2.30_for_linux

9.2 AL EARES), B ORABEMITED
“BOOT MODE CONFIG LB AN, 7] PAZ5 i i R 211 L 1“BOOT MODE CONFIG”HAS AL B N

UFSJE 31,

T AR RUFSIORL, - AT DL 437 (1 HoA 1 5 UF SRR it

9.3 EKernelZ WL EEH, FEJZURFEFEEWUEFNTHA

bash-5.2# cat /sys/kernel/debug/ufshcd/2a2d0000.ufs/stats
PHY Adapter Layer errors (except LINERESET): 0 #UECPAZRTY

Data Link Layer errors: 0 #UECDLEAY

Network Layer errors: 0 #UECNZRAY

Transport Layer errors: 0 #UECTRAY

Generic DME errors: 0 #UECDMER Y

Auto-hibernate errors: 0 #UHESAIUHX SR

IS Fatal errors (CEFES, SBFES, HCFES, DFES): O

DME Link Startup errors: 0 #DME link startupffiix

PM Resume errors: 0 R T 2R

PM Suspend errors : 0 LI

Logical Unit Resets: 1 #RNE G RE, FEHL RHRMREE . 45 AL B
Bro=tgim

Host Resets: 0 # AL A BRI AR IR, A 3

SCSI command aborts: O #SCSIAT2iAE AL
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9.4 Kernel/d 31 J5 TiEHE S X

.220417) sda: sdal sda2 sda3 sdad4 sda5 sda6 sda7 sda8 sda9

.221108] sd 0:0:0:0: [sda] Attached SCSI disk

.467971] EXT4-fs (sda7): bad block size 1024

.468341] EXT4-fs (sda7): bad block size 1024

.468528] EXT4-fs (sda7): bad block size 1024

3.468733] FAT-fs (sda7): utf8 is not a recommended IO charset for FAT

w W W W w

[
[
[
[
[
[

filesystems, filesystem will be case sensitive!

[ 3.468903] ISOFS: unsupported/invalid hardware sector size 4096

[ 3.470737] EXT4-fs (sda7): bad block size 1024

[ 3.471013] EXT4-fs (sda7): bad block size 1024

[ 3.471260] EXT4-fs (sda7): bad block size 1024

[ 3.471494] FAT-fs (sda7): utf8 is not a recommended IO charset for FAT
filesystems, filesystem will be case sensitive!

3.471659] ISOFS: unsupported/invalid hardware sector size 4096

[

[ 3.472991] List of all partitions:

[ 3.473009] 0100 4096 ramO

[ 3.473014] (driver?)

[ 3.473035] 0800 124936192 sda

[ 3.473039] driver: sd

[ 3.473050] 0801 8192 sdal 17b18c43-1d24-4484-8883-d0c618e42411
[ 3.473054]

[ 3.473065] 0802 8192 sda2 97c64638-8824-46d3-d83e-582a6a48d4fb
[ 3.473070]

[ 3.473080] 0803 4096 sda3 ebedc612-f94f-44b7-b9fl1-1561474fafbb
[ 3.473084]

[ 3.473095] 0804 65536 sda4 d04a9010-9d09-4d47-96ba-3fa854d3c5cS
[ 3.473099]

[ 3.473110] 0805 131072 sda5 £2d9eb7£-2700-4ba8-9422-0e502db7c35¢c
[ 3.473114]

[ 3.473124] 0806 32768 sda6 1382357d-a655-48e7-£f1da-99e05054ea34
[ 3.473129]

[ 3.473139] 0807 14680064 sda7 614e0000-0000-4b53-8000-1d28000054a9
[ 3.473143]

[ 3.473153] 0808 131072 sda8 d5f63744-f£57-4447-c9%9ee-b98e63e9b69b
[ 3.473158]

[ 3.473168] 0809 109871084 sda9 ec8c0d6e-d426-462e-bfc0-366c6e064804
[ 3.473172]

[ 3.473185] 0810 4096 sdb

[ 3.473189] driver: sd

[ 3.473201] 0820 4096 sdc

[ 3.473205] driver: sd

[ 3.473217] 0830 8192 sdd

R A R ) R R 4 X B AR IVE RS, #il/E T EA8 € TR IS0 R A HIblock size. 1 FiRlogH, extd
BEAZ 2T 1KBHIblock sizeskHI/E), MUFST ZSZFF4KBHIblock size.

9.5 U-BootiR M UFS % Wt
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HRGFFRAFHE S, WeMMCHUFS, HUFSANEAE N BAF# S BB LR, A IR ek 25 5 8U-
Boot X FIDTBH X TUFSIHISCHF . MR ANZZ )G, BIE A BIUFSHH SR IIT Y. KRR G I
— MR UFSHEA: B ) B, S CRABVRL RS BATAVLAI R A SR (K, I HAEmaskromFH RO ILF, #4
BRI A E R A, SMEIGFE .

Timedout waiting for UIC response

Host controller enable failed

ufshcd pltfrm init() failed -5

FDT: UFS was not detected, disabling UFS.

10. Pt

10.1 ufs-utils3RE bk

B S redmine B fR /5 AT BA BL #2275 Al https:/redmine.rock-chips.com/documents/1 08 3k B ufs-utilsFE 5 .

AN
10.2 HS GearfE B
Rate A-series Rate B-series"’
HS-GEAR Rate A-series Rate B-series (from (from Unit
[MIPI-M-PHY]) | [MIPI-M-PHY])
fre‘f fref fref fref
192/26/384 19.2/38.4 26 102/26/38.4 MHz
HS-GEAR1 1248 @ 1459 2 1456.0 1248 1457 6 Mbps
HS-GEAR?2 2496 2018.4 2912.0 2496 29152 Mbps
HS-GEAR3 4992 5836.8 58240 4992 58304 Mbps
11648
HS-GEAR4 9984 11673.6 0 9984 11660.8 Mbps
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